Installation de PROXMOX sur un
serveur et création de VM

Voici l'intérieur d’un serveur.

Nous avons installé 2 disques durs dans les 2
compartiments en bas a gauche et a droite.

Ces disques durs sont reliés a un contréleur RAID
PERC H200A. Ce composant permet le stockage en
Raid pour les disques durs que jai installé.

Dans le Boot Menu nous pouvons voir que les 2 disques dur sont remplacés par un seul
espace de stockage, c’est le contréleur RAID.
Il faut le sélectionner pour le configurer.

Global Properties
PCI PCI PCI PW Revision
Dev Fac

00 00 7.15.08.60-1R Enabled ®




Sélectionner SAS typologie pour voir si nos 2 disques durs sont bien reconnus par la
machine.

LSI Corp Config Utilituy

Adapter PERC HZ00A
PCI Address(Bus/Dev) 01:00

MPT Firmware Revision 7.15.08.00-1R
Package Uersion 7.03.06.00

SAS Address 5CB1F660:D5564800
NUDATA Version 07.00.00.19

Status Enabled
Boot Order 0

Boot Support [Enabled BIOS & 0S]
RAID Properties

fAdvanced Adapter Properties

Esc = Exit Menu F1/8hift+1 = Help
Enter = Select Item -/+/Enter = Change Item

Puis il faut sélectionner le contréleur.

Device ldent i Device
Info

PERC H200A(01:00)

L
Controller _ Controller

| § . et |
Esc = Exit F1/Shift+1 = Help

Alt+D=Device Properties Alt+B=Select/Deselect as Boot Device Alt+M=More Keys




Nous pouvons voir que les 2 disques durs sont bien reconnus.
___ﬂ_____f==========!g=!!!5!!!!!5!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!

opology

Device Identifier

PERC H200A(61:68) In
L Controller C;nirnller

lot 0 ATA 37332091888 HP35  SATA
Slot 1 ATA $T3328418A8 CC6B  SATA

Alt+D=Device Properties Alt+B=Select/Deselect as Boot Device Alt+M=More Reys

Esc = Exit F1/Shift+1 = Help

Maintenant il faut sélectionner « Raid Proprieties » pour choisir le type d’architecture Raid
qu’on veut attribuer.

fdapter ERC HZOOA

PCI Address(Bus/Dev) 01:00

MPT Firmware Revision 7.15.08.00-1R
Package Version 7.03.06.00

SAS Address 5C81F660:D5504800
NUDATA Uersion 07.00.00,19

Status Enabled

Boot Order ()

Boot Support [Enabled BIOS & 0S1

SAS Topology

Advanced Adapter Properties

Esc = Exit Memu F1/5hift+1 = Help
Enter = Select Item -/+/Enter = Change Item




Le contréleur nous permet de choisir entre 3 architectures raid : le Raid 1, Raid 10 et Raid 0.

Ici nous choisissons 'architecture Raid 1.

.0rp Conf tility For Dell $AS Ctl)

(SN YEIT create a RAID 1 volume

consisting of Z disks plus up to 2
optional hot spares. ALL DATA on
volume disks will be DELETED!

Create BAID 10 Uolume Create a RAID 10 volume
consisting of 4 to 10 disks plus up

to 2 optional hot spares. ALL DATA on
volume disks will be DELETED!

Create RAID © Uolume Create a RAID O volume consisting of
Z to 10 digks. ALL DATA on
volume disks will be DELETED!

Esc = Exit Menu F1/8hift+1 = Help
Enter = Choose volume type to create

Il faut sélectionner les 2 disques durs.

te New Volume - Create N
Volume Type: Uolume RAID
Uolume Size(GB): Uolume Size(GB): 297

Slot Device Identifier RAID  Drive Pred Size sl Device Identifier RAID  Drive Pred Size
Num Disk Status Fail (6B) Nu Disk  Status Fail (6B)

ﬁTﬁ ST3326418AS s I — Mo ATA ST3320418A8 HP35 (Yes] Primary No 298
1 ATA $T332041843 ccol BN ———— Mo gz ATA  ST3320418AS CC6B MRS Secondary Mo 298

, - Esc = Exit Menu Fi/8hift+1 = Help
Esc = Exit Menu : F1/8hift+1 = Help Spaces+/- = Select disk for volume or hot spare
Space/+/- = Select disk for volume or hot spare € = Create volume e ————




Puis sauvegarder.

Create and save new volume?
Cancel Exit

iy 141 (1)
fill

hen exit ‘this menu

Exit the Configuratiow Utility and Reboot

Esc = Exit Menu F1/5hift+1 = Help

Maintenant nous pouvons ouvrir le menu d’installation de PROXMOX.
Une fois arrivé au menu d’installation il faut sélectionner « install Proxmox VE »




Accepter les licences.




Choisir la langue, le pays et la région.

Puis il faut créer ces identifiants de connexions.
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Ensuite il faut communiquer les informations relatives au réseau.

Il est important de vérifier que les informations sont les bonnes.
Nous pouvons procéder a I'installation.

1 zm1|
I\
i

IH"‘I.\T.\“‘\\ ‘\\\“ '!I \ 1 -“




Maintenant il faut se rendre sur I'interface web de Proxmox gréce a I'lP que nous avons
attribuée précédemment a notre serveur.

Rechercher:
ercher
) Type Description Utilisation ... Utilisation ... Utilisation .. Uptime Utilisation __. Utilisation ...
N & node pve 34% 129 % 0.3% of 4 .. 00:27:30
= storage  local (pve) 349

B = storage  local-vm (pve) 0.0%

ns

age

egarde

cation

issions

lisateurs

Nous pouvons voir un résumé de I'état des espaces de stockage.

Recherchar:

rcher

. Type Description Utilisation ... Utilisation .. Utilisation .. Uptime Utilisation .. Utilisation ..
- E storage local (pve) 34%

S storage local-lvm {pve) 00%

ne
ieau
tificats

5

es

Stockage 'local’ sur nceud 'pve’

& Résumé
Sauvegardes
(@ Images ISO Statut
O CT Modéles
s’ Permissions Activé
Actif
Contenu
Type
Utilisation
Utilisation
330G
70G

on



Pour créer une VM il faut se rendre sur « Image ISO » puis sélectionner « upload »
- x

irtual Environment 7.1-7 Rechercher
Stockage ‘local’ sur nceud 'pve’

& Résumé

Download from URL Supprimer
Sauvegardes
(© Images ISO
[ CT Modéles

' Permissions

ster

ire de fin Nezud Utilisateur Description

Sélectionner I'ISO que I'on veut mettre sur notre VM.

Rechercher:

Date

Nom, Format

Format

Statut

Ta

tisoz::

& Ouir
« v 4 H> CePC s Bureau
_ Organiser = Nowweau dosser
Upload &3  nccsrpe [
Cibies
eom
Fichier: Select File A
(55 deban-108-amdi-netnst
File name: B promoreve 112
File size: -
MIME type: - e Ve
[rrrer———] : S
[ocbian 1050 smdtiouiost ]
Hash algorithm: | None Anuer
y N . szt .
L'ISO a bien été importé.
Task viewer. Copier les données ®
Stopper
starting file import from: jvar/tmp/pveupload-c1e4d7957d62a00180bb02bacTeffaf4
target node: pve
target file: jvar/lib/vzftemplate/iso/debian-10.8.0-amd&4-netinst.iso
file size is: 352321536
cemmand: cp -- fvarftmp/pveupload-cle4d7957d6aa00180bb02bacTeff8f4 [var/lib/vz/template/iso/debian-10.8.0-amd&4-netinst.iso

finished file import successfully
TASK QK



Maintenant il faut cliquer sur « upload ».

Upload ()
Fichier: C:\fakepath\debian-10.8.0-amdt | il gl
File name: debian-10.5.0-amd64-netinst iso

File size: 336.00 MIB

MIME type: -

Hash algerithm: | None ‘

L'image ISO est maintenant sur Proxmox, nous pourrons l'utiliser pour installer des VMs

itorage%2FpveSe2Flocal:4:=contentlso:: & i o H
& Damerao
@ Aide
rad from URL Supprimer Rechercher: MNom, Format
Date Format Taille
64-netinst.iso ‘ 2022-02-22 17:50:24 iso 352.32 MB

Pour ce faire, il faut sélectionner « créer vm », puis suivre le guide d’installation.
Voici un récapitulatif des caractéristiques que jai attribuées a ma VM, il ne reste plus qu’'a
cliquer sur « terminer ».

Créer: Machine Virtuelle [&5)

Général os Systéme Disques CPU Mémaoire Réseau

Key | Value

cores 1

ide2 local:iso/debian-10.8.0-amd64-netinst.iso, media=cdrom
memory 4096

name DEB10-HUGO

netl virtio, bridge=vmbr0 firewall=1
nodename pve

numa 0

ostype 126

scsil local-em:10

scsihw virtio-scsi-pci

sockats 1

vmid 100

[J Démarrer aprés création



Nous pouvons maintenant sélectionner la VM dans le menu de gauche et la démarrer.
Sur cette page nous pouvons voir des informations relatives a notre VM, 'allumer, I'arréter et
la gérer grace a une console.

5 perc h200a configuration - Rech: X

2 pve - Proxmox Virtual Environme % +

« - A Non sécurisé | Bips://192.168.110.210:8006/#v1:0:=gemu®%2 F100:4::=contentlso:::

X PRO > MO X virtual Environment 7.17  Rechercher

Jue Serveur

== Datacenter

B pre

1 100 (DEB10-HUGO)

=[] local (pve)

=[] local-vm (pve)

Machine Virtuelle 100 (DEB10-HUGO) sur le neeud pve

=

»

O 0w e M ¢ e i

L @

Résume
Console
Matériel
Cloud-Init
Options
Historique des tiches
Maniteur
Sauvegarde
Réplication
Snapshots
Parefeu

Permissions

DEB10-HUGO (Uptime: 00:00:14)

i Statut running
< Etat de la HA aucune
B Nesud pve

{li: Utilisation CPU 0.75% de 1 CPU(s)

mm Utilisation mémoire 0.94% (35.39 MiB sur 4.00 GIiB)

& Taille du disque de boot 10.00 GiB

= IPs Agent invité non configuré

Journaux du cluster

Heure de début

Févr22 17:57:29
Fevr 22 17:56:50
Févr22 17:50:24
Fevr22 17:13:15

bimm S favmanes memrme s ————

Heure de fin

Févr22 17:57:32
Févr 22 17:56:52
Févr22 17:50:24
Fevr22 17:13:15

MNeeud

pve
pve
pve

pve

Utilisateur

root@pam
rocti@pam
rooti@pam
roct{@pam

Description
VI 100 - Démarrer
VM 100 - Créer

Copier les données

Démarrer toutes les VMs et les conteneurs



